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Generation 1: 

ÅWorkload: 
Batch/Unstructured 

ÅResiliency (Hadoop): 
through data replication 

ÅKey parameter:  
Disk bandwidth  

Big Data Systems are: 

VScalable 

VResilient 

VEasy to use 

Big Data Systems: Evolution 
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Generation 2 

ÅWorkload: 

Interactive/Iterative  

ÅResiliency (Spark): 

through in-memory  

re-computation 

ÅKey parameter:  

Memory capacity  

Big Data Systems are: 

VScalable 

VResilient 

VEasy to use 

Generation 1: 

ÅWorkload: 
Batch/Unstructured 

ÅResiliency (Hadoop): 
through data replication 

ÅKey parameter:  
Disk bandwidth  

 

Big Data Systems: Evolution 
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Source: http://www.businessinsider.com/ 

ibm-spark-good-news-for-databricks-2015-6?IR=T, 

June 2015 

Source: 

http://spark.apache.org/ 

 

Big Data Systems: Spark 
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Experiment: Artificially reducing available 
memory 
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The amount of data is growing exponentially 
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Source: Calista Redmon; OpenPOWER summit 2016 



Flash: Fast storage or slow memory? 
Price ($/TB raw) $$$$$ 

Capacity Ò 1 TB per system 

Access Latency ~100ns 

BW ~12GB/s 

Price ($/TB raw) $$$ 

Capacity Up to 56 TB per system 

Access Latency ~100us (~1M IOPS) 

BW ~8GB/s 

Price ($/TB raw) $ 

Capacity Ó 6 TB per drive (capacity optimized) 

Access Latency ~5ms (~75-100 IOPS) (7200 RPM) 

BW ~0.1GB/s 
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Source: Brad Brech 



DRAM Flash HDD Unit 

Type DDR 1600 SATA SATA 

Bandwidth 1 0.1 0.01 Gb/s/$ 

IOPS 1,000,000 1,000 1 IOPS/$ 

Capacity 100 1,000 10,000 MB/$ 

Latency  100 50,000 5,000,000 Ns 

Characteristics of different storage media   
(in orders of magnitude) 
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Source: Peter Hofstee 



Source:  

Objective Analysis,  

August 2007 

Source: 

http://blogs-images.forbes.com/jimhandy/files/2014/04/2014-04-30-

DRAM-NAND-Price-per-GB-Trends-2010-2014-paint.jpg, 2014 

Trend: Price DRAM vs NAND Flash 
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Trend: Bandwidth DRAM vs SSD 
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Source: Sandisk IT blog 



ÅAlgorithm: Six degrees of separation from Kevin Bacon 

ÅInput set: 10,000 movies, 1 -101 actors per movie 

 

ÅHardware: IBM Power System S882L 
- two 12-core 3.02 GHz Power8 processor cards 
- 512 GB DRAM 
- Single Hard Disk Drive 
- Flash storage: IBM FlashSystem 840  

ÅSoftware:  
- Ubuntu 14.04 Little Endian  
- Apache Spark 1.3 

Experiment:  
Spilling files to Flash 
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*Not using the unified memory model 

* 

Data management in Apache Spark 
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Baseline

1.01x speedup 

Proxy experiment:  
Spilling files to DRAM 
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CAPI: The advantages 

ÅAccelerators can work with the same memory addresses that the processors use 

ÅRemoves OS and device driver overhead 

 Source: https://openpowerfoundation.org/blogs/capi-drives-business-performance/ 
 © 2016 OpenPOWER Foundation 14 



ÅRead/write commands issued via APIs from applications to eliminate 97% of code path length  
ÅSaves 20-30 cores per 1M IOPS 

CAPI: Reduction in code path 
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Source: Brad Brech/Damir Jamsek 



Identical hardware with 2 different paths to data 

FlashSystem 

Conventional 

I/O (FC) CAPI 

IBM POWER S822L >5x better IOPS  

per HW thread 

>2x lower latency 

CAPI: IOPS and Latency difference 
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ÅAlgorithm: Six degrees of separation from Kevin Bacon 

ÅInput set: 10,000 movies, 1 -101 actors per movie 

 

ÅHardware: IBM Power System S882L 
- two 12-core 3.02 GHz Power8 processor cards 
- 512 GB DRAM 
- Single Hard Disk Drive 
- Flash storage: IBM FlashSystem 840  
  connected using CAPI  

ÅSoftware:  
- Ubuntu 14.04 Little Endian  
- Apache Spark 1.3 

Experiment:  
Spilling key-value pairs to Flash using CAPI 
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4 x memory reduction through CAPI + Flash 

Result: Reduced the memory footprint 
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In collaboration with Jan Rellermeyer 



Number of Terasort instances in 
parallel 

Result: Increased number of parallel instances 

© 2016 OpenPOWER Foundation 19 

In collaboration with Jan Rellermeyer 


