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Big Data Systems: Evolution

Big Data Systems are:
\/ Scalable

V Resilient

\VVEasy to use

Generation 1:

A Workload:
Batch/Unstructured

A Resiliency (Hadoop):
through data replication

A Key parameter:
Disk bandwidth
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Big Data Systems: Evolution

Big Data Systems are:

\/ Scalable
VV Resilient
\VVEasy to use
Generation 1: Generation 2
A Workload: AWorkload:
Batch/Unstructured Interactive/lterative

AResiliency (Spark):
through in-memory

re-computation
A Key parameter: AKey parameter:

Disk bandwidth :
Memory capacity

A Resiliency (Hadoop):
through data replication
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Big Data Systems: Spark "\3
On Monday, IBM announced it Spor Km

will invest about $300 million
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over the next few years and assign
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3,500 people to help develop an = Hadoop

up-and-coming technology known = Spark
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IBM called Spark "the most
significant open source project of
the next decade.”

Logistic regression in Hadoop and Spark
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Experiment: Artificially reducing available
memory X Degrees of Separation on Spark
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The amount of data Is growing exponentially

44 zettabytes
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You are here

structured data
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Flash: Fast storage or slow memory?
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Price ($/TB raw)

$$5$$

Capacity O 1 TB per system
Access Latency ~100ns

BW ~12GB/s

Price($/TB raw) $$$

Capacity Up to 56 TB per system
Accesslatency ~100us (~1MOPS)

BW ~8GB/s

Price ($/TB raw) $

Capacity

O 6 TB per drive

Access Latency

~5ms (~75100 IOPS) (7200 RPM)

BW

~0.1GB/s
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Characteristics of different storage media
(in orders of magnitude)

DRAM Flash HDD Unit
Type DDR 1600 SATA SATA
Bandwidth 1 0.1 0.01 Gb/s/$
IOPS 1,000,000 1,000 1 IOPS/$
Capacity 100 1,000 10,000 MB/$
Latency 100 50,000 5,000,000 Ns
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Trend: Price DRAM vs NAND Flash
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Trend: Bandwidth DRAM vs SSD
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Experiment:
Spilling files to Flash

A Algorithm: Six degrees of separation from Kevin Bacon
A Input set: 10,000 movies, 1 -101 actors per movie

A Hardware: IBM Power System S882L
- two 12-core 3.02 GHz Power8 processor cards
- 512 GB DRAM
- Single Hard Disk Drive
- Flash storage: IBM FlashSystem 840

A Software:
- Ubuntu 14.04 Little Endian
- Apache Spark 1.3
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Data management in Apache Spark
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Apache Spark execution data
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Apache
Spark
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*Not using the unified memory model
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Execution time in miliseconds, using a
logarithmic scale

Proxy experiment:
Spilling files to DRAM
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CAPI: The advantages

Traditional Acceleration CAPI

Device Driver PCIE
' Accelerator

Accelerator

Memory

Memory

¥ OpenPOWER

A Accelerators can work with the same memory addresses that the processors use

A Removes OS and device driver overhead
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CAPI: Reduction In code path

strategy () .

strategy ()

Pin buffers, Translate, Map

A Read/write commands issued via APIs from applications to eliminate 97% of code path length

Application

Read/Write Syscall

Disk and Adapter DD

DMA, Start I/0

Ty ——

scheduling

iodone ()

iodone ()

~

. 20K
instructions

reduced to
<500

—

Interrupt, unmap, unpin,lodone

A Saves 20-30 cores per 1M |IOPS

Source: Brad Brech/Damir Jamsek
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Application

Posix Async
1/0 Style API

aio_read()

aio_write()1

Shared Memory Work
Queue

T ey ey ey
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CAPI: IOPS and Latency difference

Identical hardware with 2 different paths to data |

IOPS per Hardware Thread Latency (microseconds)
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] ‘ Conventional CAPI
IBM POWER S822L >5x better IOPS >2x lower latency
per HW thread

Source: Brad Brech/Damir Jamsek
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Experiment:
Spilling keyvalue pairs to Flash using CAPI

A Algorithm: Six degrees of separation from Kevin Bacon
A Input set: 10,000 movies, 1 -101 actors per movie

A Hardware: IBM Power System S882L
- two 12-core 3.02 GHz Power8 processor cards
- 512 GB DRAM
- Single Hard Disk Drive
- Flash storage: IBM FlashSystem 840
connected using CAPI

A Software:
- Ubuntu 14.04 Little Endian
- Apache Spark 1.3
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Result: Reduced the memory footprint

X Degrees of Separation on Spark
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In collaboration with Jan Rellermeyer
© 2016 OpenPOWER Foundation



®0penPOWER'

Result: Increased number of parallel instances

Number of Terasort instances in
parallel



