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| Evolution of Data Processing

DATA WAREHOUSE DISTRIBUTED STORAGE AFFORDABLE
IN-MEMORY

RDBMS & Data Warehouse Hadoop and MapReduce enables  Affordable memory allows for faster

technologies enable organizations  distributed storage and processing data read and write. HBase, Hana,

to store and analyze growing across multiple machines. MemSQL provide faster analytics.

volumes of data on high

performance machines, but at high  Storing massive volumes of data

cost. becomes more affordable, but
performance is slow

At scale processing now becomes
the bottleneck
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GPU ACCELERATED
COMPUTE

GPU cores bulk process tasks in
parallel- far more efficient for many

data-intensive tasks than CPUs

which process those tasks linearly.
Infinite compute orPower

hardware usher in a new generation
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GPUAccelerationOvercomesProcessingBottlenecks

GPUs are designed around thousands of small, efficient cores that are well suited to performing repeated
similar instructions in parallel. This makes them well-suited to the compute-intensive workloads required of
large data sets.

4,000+ cores per device In

many cases, versus 8 to 32
cores per typical CPU-based -~ !
device. i

Parallel processing is ideal for
.—-» SCanning entire dataset &
_ brute force compute.

High performance computing
trend to using GPUs to solve
massive processing

challenges GPU acceleration brings high

performance compute to
Power hardware
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| Enabling HighPerformance Data Analytics

Massive parallel processing Massive Parallel
rocessing

(MPP)

Process and manage massive amounts of data
cost-effectively

In-memory computing
Deliver human acceptable response times to
complex analytical queries

High performance computing In-Memory HPC
Leverage GPU-accelerated hardware to Computing Hardware
massively improve performance with better cost-
and energy-efficiency
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| Who isKinetic&

Pat.ent # US8373710 GPUdb Commercia"y . GPUdb gO?S PG&E selects GPUdb
Bl issued to GPUdb available into production for electric grid
atUSPS analysis
O S
Kin=tica
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D
OHPC Research Projecto US Army deploys IDC HPC innovation Iron Net selects
incubated by US military GPUdb excellence award GPUdb for Cyber
Army Defense
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| Enabling New Enterprise Solutions
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Kin tica

Retall: CustomeB60/customer sentiment, supply chaiaptimization

Correlating datdrom point of salesROS) systemsocial mediagtreams,weather
forecasts, anaédven wearablalevicesBetter able to track inventornn real time, enabling
efficient replenishmentnd avoiding oubf-stock situations

Poweringl A 3K t SNF2NXI yOS daSohtiof e G A0a & | {
Deliveringcustomerfocusedservices byeveragincall availabldransactionaldata. Currently
no ability for businesssersto do customized analytics; IT has to. Query response times
taking 10s of minutes, some over 2 houtgjs limiting ability to analyzand use data

Finservices
Largescale risk aggregations and billion+ row joinsulxsecondtime (5TB+ tables choke
on RDBMS joins and Hadoop is too glow

Ridesharing
View allpassengers and drivers to monitor behavioral analytics. Watch for fast accelere
sudden braking, too many-turns, etc. to avoid risk/lawsuits of fauldrivers.

ManufacturingloT
Livestreaming analytics on component functionality to ensure safety (avoid failures) an

validate warranty claims e



PERFORMANCE BENCHMARKS

Kinetica Performance Benchmarks Kinetica M Alternative BoundingBoxon 1B records:
| | | | 561x fasteron average
% | | | than MemSQL & NoSQL
70 Max/Min on 1B records:

/12x fasteron average
than MemSQL & NoSQL
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Histogram on 1B records:
30 32 7xfaster on average
" than MemSQL & NoSQL
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i L | | - | SQL query on 30 nodes:
SAP HANA 104 xfaster than SAP HANA
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Performance vs. HANA

IN-MEMORY KNOCKOUT
GROUPBY (o

30 nodes Kinetica cluster testea
against 100+ node HANA cluster
holding 3 years of retail data
(150b rows) with a range of

. |
queries -
. Time (S)

0 5 10 15 20 25 30 35 40 45 50

JOIN (1

m Kinetica = HANA

Source: Retail customer data for 10 most complex SQL queries that were being run on HANA, 2016 e
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Scale Up or Out Predictably

Ondemand LinealScale

Distributed architecture

scales predictably for both: P e ey ey
AData ingestion
AQuery execution

Power Server Power Server Power Server PowerSErver
w/ GPUs w/ GPUs w/ GPUs w/ GPUs

MULTI-HEAD INGEST
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Efficiency = Savings

Hardware costs and footprint are a fraction of standardnemory databases.
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Simplify Your Architecture

Pluginto existing data architecture; deep integration with open source
and commerciaframeworks

No typical tuning, indexing, or tweaking associated with traditional
CPUbasedsolutions

Natural Language Processing basedtéxt search

Plugins with thirdparty business intelligence applications such as
TableauKibanaand Caravel
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Advanced Visualization

mproving visual rendering of datal

nnnnn

Kin=tica Contact us S Ure Updste / &) -
particularly geospatial and temporal data.
T— 0 s
— © "
A Visualizes billions of data points = T e, B i
A Updates in real time DT —"
A Delivers full gamut of geospatial visualization “ A
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Reference Architecture

: : APPLICATION LAYER
A High speed irmemory layer for your | _

“y S P B L U T | E A : 55""
most critical enterprise data - g My ™ N
| | | N\ [ SA
A Realtime analytics for streaming data S———
A Accelerate performance of your DATA INGEST OLAP | NoSQL GEOSPATIAL _ TRANSACTIONAL
L. . . : u ! | TERRASEARCH B DB
existing analytics tools and applications | & L
oT/Stream - - SOL Server
| | Processing Klﬂ thO ORACLE
A Offload expensive relationditabases
Message
Queue | DATA LAKE
A_Get more value from your Hadoop I . ST
investment AR 2 BIgINSIgNTS
Batch N\APR Hortonworks
Feeds — :

amazon  CloOvdera

webservices
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| Kinetica Architecture

A Reliable, Available and Scalable

A Disk based persistence

A Add nodes omlemand

A Data replication for high availability
A Scale up and/or out

A Performance
A GPU Accelerated 000sCores per GPU)
A Ingest Billions of records perinute
A Ultra low latency query performance

A Massive Data Sizes

A 10sof Terabytes Scale in Memory
A Billions of entries

A Connectors
A ODBC/JDBC
A Restful Endpoints
AwAOK !tLQa
A Standard Geospati&apabilities

OPEN SOURCE

INTEGRATION

Apache NiFi

Apache Kafka

Apache Spark

Apache Storm

OTHER
INTEGRATION

Message Queues

ETL Tools

Streaming Tools

Java API
JavaScript API Node.js API

REST API Python API

HTTP Head
Node

Columnar
In-memory

IBM Power Server

VISUALIZATION via ODBC/JDB

oM
#+tableau
ORACLE

MicroStrafegy

HTTP Head HTTP Head
Node Node

Columnar Columnar
In-memory In-memory

IBM Power Server IBM Power Server
2k Dt | Qa 2k Dt | Qa

KINETICALUSTER

GEOSPATIAL CAPABILITIES

Geometric

Objects WMS
Tracks WKT
Geospatial
Endpoints

HTTP Head
Node

Columnar
In-memory

IBM Power Server
2k Dt | Qa

On Demand Scale
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AT THE CONVERGENCE OF Bl & Al

N T lwe successful
with Al, you need to
be able to feed your
system relevant,
timely data. From a
data perspective Al
cannot exist without
Bl . O

Bl
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Thank You

Charles Suttoig csutton@kinetica.com




| Enabling New Enterprise Solutions

Logistics, Fleet Optimization
F #(;‘;’;ffsi%&-i_i Reallocating resources on the fly based upon personnel, environmental and
seasonal data. In 2015 alone, USPS delivered 150 billion pieces of mail while
driving 70 million fewer miles and saving 7 million gallons of fuel. Track every
truck and piece of mall with Kinetica on only 10 nodes.

Cybersecurity
O IronNet Fusing multiple data feeds with re@ne anomaly detection to protect its

Cybersecurit : : . . :
d 4 financial clients against current and emerging cyber threats.

Utility: Smart Grid

CGeospatially visualizing smart grid while ingesting4eak vector data streaming
from smart meters. Striving for optimized energy generation and uptime based o
fluctuating usage patterns and unpredictable natural disasters.

Kin=tica O




