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® OpenPOWER"

TECHNOLDGIES

The Future I1s Here

Enter | the World of Scalable Performance

““Atthé Speed of 100GDb/s!
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C Accelerate. Qutperform?”

The Ever Growing Demand for Higher Performance
Performance Development

Terascale Petascale Exascale
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“Sierra” System

The Interconnect is the Enabling Technology
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Performance enablediaco-design architecture

Applications

[&| Softwareq Hardware

Standard, open source, eco-system
programmable, configurable, innovation
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why OpenPOWER

A Mellanox solutions are based on open standard Mellanox
A Open ecosystem of industry experts ihEmmEEEEEE
) . . . Connect. Accelerate. Outperform:
A Promotes industry growth and innovation

Collaborative environment that
sharesexpertise to address customer

needs

Open development is key to rapid an
continuous technology innovation
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Connect. Accelerate. Qutperform”

OpenPOWER is driving industmgovation with cedesign

Open development
@ OpenPOWER enables greater innovation through
both open software and open hardware

Collaboration across multiple thought leaders

Collaborative development model drives collective
thought leadership, simultaneously across multiple disciplines

Performance of POWER architecture
Broadens the capabilities of the POWER platform
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The OpenPOWER Foundation creates an open ecosystem to serve the evolving needs of cust
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Breaking the Application Latency Wall
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A Today:Network device latencies are on the order of I@hoseconds
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A ChallengeEnabling the next order of magnitude improvement in application performance

A Solution: Creating synergies between software and hardwanéelligent interconnect

Intelligent Interconnect Paves the Road to Exascale Performance




® OpenPOWER"

Mellanox

TECHNOLDGIES
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Intelligence is Moving to the Interconnect
Past Future

CPU
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Connect. Accelerate. Qutperform”

Mellanox Connect® With CAPI Support

A CAPI provides an optimized platform for moving
enormous volumes of data. With much tighter
integration between the Mellanox higberformance Traditional PCI-E Interconnects CAPI + Mellanox
interconnect and the processor, POWE#&sed systems
can rip through high volumes of data and bring compute [k
and data closer together Network

Interface

A CAPI also simplifies the memory management between
interconnect and CPgYwhich results in reduced
overhead, higher performance and increased scalability

A CAPprovides a level of integration that removes

CAPI and Mellanox enable low latency, low overhead data movement by cutting

additional latency compared to platforms featuring e i e
traditional PGEXxpress busemantics

) ~ : O ‘
A ConnectXs can be leveraged for 100Gb CAltached °@nnnect>< 4 CAPI 'Connectx 5
InfiniBand, Ethernet, or storage solutions.
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Builtfor scalable computandstorage infrastructures

10Xhigher performanceavith 6SHArR Technology

A 36-ports, 100Gb/per port, 7.2Tb/ghroughput, 7.02 billion messages/sec

A The world fastest switch with <90 nanosecond latency S A P
"\

A Adaptive routing, congestion control, support for multiple topologies

Aggregation Protocol

Scalable Hierarchical
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ISHArPO e n aSlitclelB 2 to manage and

execute MPI operations in the network

Switch-IB 2 enables the switch network to

operate as a Co-processor

Delivering 1§0),¢ performance improvement for

MPI and SHMEM/PAGS communications

Mellanox
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MiniFEis a Finite Element migpplication

Implementkernels that represent implicit
finite-element applications

Mellanox
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AllReduceMPIcollective

10X to 25X Performance Improvement



